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## Motivation: why bisimulations?

Behavioral Equivalences: Bisimulations, simulations, ...

- Bisimulation is a key notion in system modelling and verification to reduce the state space, etc.

- from the 926 AVACS publications, many of them are about simulations/bisimulations...
- Yesterday, today and tomorrow ...
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Tomorrow... CAP


## Message of this talk

State based bisimulations for probabilistic systems have too powerful distinguishing power: we need distributions!

## Outline

- Motivation
- Bisimulations for Labelled Transition Systems
- State \& Distribution based Bisimulation for Probabilistic Automata
- Weak Blsimulation for Probabilistic Automata
- Conclusion


## Labelled Transition System

A labelled transition system (LTS) is a tuple $\mathcal{A}=(S, A c t, \rightarrow)$ where

- $S$ is a finite set of states,
- Act is a finite set of actions,
- $\rightarrow \subseteq S \times$ Act $\times S$ is a transition relation.

We write $s \xrightarrow{a} s^{\prime}$ if $\left(s, a, s^{\prime}\right) \in \rightarrow$.

## Bisimulation for LTS

Given a LTS $\mathcal{A}=(S$, Act, $\rightarrow)$, a binary relation $\mathcal{R} \subseteq S \times S$ is a bisimulation if $s \mathcal{R} t$ implies that

1. $\forall s \xrightarrow{a} s^{\prime}, \exists t \xrightarrow{a} t^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, and
2. symmetrically, $\forall t \xrightarrow{a} t^{\prime}, \exists s \xrightarrow{a} s^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, .

We write $s \sim t$ whenever there is a bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$.

## Simulation for LTS

Given a LTS $\mathcal{A}=(S$, Act,$\rightarrow)$, a binary relation $\mathcal{R} \subseteq S \times S$ is a simulation if $s \mathcal{R} t$ implies that

1. $\forall s \xrightarrow{a} s^{\prime}, \exists t \xrightarrow{a} t^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$.

We write $s \precsim t$ whenever there is a bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$.
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## Bisimulation for LTS

Given a LTS $\mathcal{A}=(S, A c t, \rightarrow)$, a binary relation $\mathcal{R} \subseteq S \times S$ is a bisimulation if $s \mathcal{R} t$ implies that

1. $\forall s \xrightarrow{a} s^{\prime}, \exists t \xrightarrow{a} t^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, and
2. symmetrically, $\forall t \xrightarrow{a} t^{\prime}, \exists s \xrightarrow{a} s^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, .

Some properties:

1. $\sim$ is an equivalence relation, its the largest bisimulation relation.
2. $\precsim$ is a preorder, its the largest simulation relation.
bisimulation is not necessarily equivalence relation!

## Probabilistic automata

Let $\mathcal{D}(S)$ denote the set of distributions over $S$. A probabilistic automaton (PA) is a tuple $\mathcal{A}=(S, A c t, \rightarrow)$ where

- $S$ is a finite set of states,
- Act is a finite set of actions,
- $\rightarrow \subseteq S \times$ Act $\times \mathcal{D}(S)$ is a probabilistic transition relation.

We write $s \xrightarrow{a} \mu$ if $(s, a, \mu) \in \rightarrow$.

1. A LTS is a PA with only Dirac distributions.
2. A Markov chain is a PA such that $s \xrightarrow{a} \mu$ and $s \xrightarrow{a^{\prime}} \mu^{\prime}$ imply $a=a^{\prime}, \mu=\mu^{\prime}$.

## Bisimulation for LTS: how to extend it for PAs?
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## Bisimulation for LTS: how to extend it for PAs?

Given a LTS $\mathcal{A}=(S, A c t, \rightarrow)$, a binary relation $\mathcal{R} \subseteq S \times S$ is a bisimulation if $s \mathcal{R} t$ implies that

1. $\forall s \xrightarrow{a} s^{\prime}, \exists t \xrightarrow{a} t^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, and
2. symmetrically, $\forall t \xrightarrow{a} t^{\prime}, \exists s \xrightarrow{a} s^{\prime}$ such that $s^{\prime} \mathcal{R} t^{\prime}$, .

We write $s \sim t$ whenever there is a bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$.
Adapt the first condition by: $\forall s \xrightarrow{a} \mu, \exists t \xrightarrow{a} \mu^{\prime}$ such that $\mu \mathcal{R} \mu^{\prime}$
how to define $\mu \mathcal{R} \mu^{\prime}$ ?

## (State-based) probabilistic bisimulation Larsen \& Skou'89

Lifted relation: looks simpler, but more restrict for defining simulations
Given a PA $\mathcal{A}=(S, A c t, \rightarrow)$, an equivalence relation $\mathcal{R} \subseteq S \times S$ is a bisimulation if $s \mathcal{R} t$ implies that

- $\forall s \xrightarrow{a} \mu, \exists t \xrightarrow{a} \mathrm{P} \nu$ such that for all equivalence class $C \in S / \mathcal{R}, \mu(C)=\nu(C)$.
We write $s \sim t$ whenever there is a bisimulation $\mathcal{R}$ such that $s \mathcal{R} t$.


## (State-based) probabilistic simulation Jonsson \& Larsen 91

Lifted relation: weight functions are used for defining simulations
Let $\mathcal{R} \subseteq S \times S$, and $\mu$ and $\nu$ be two distributions. Then $\mu \mathcal{R}^{\dagger} \nu$ if there exists a weight function $w: S \times S \rightarrow[0,1]$ such that

1. $\forall s: \sum_{t \in S} w(s, t)=\mu(s)$
2. $\forall t: \sum_{s \in S} w(s, t)=\nu(t)$
3. $\forall(s, t): w(s, t)>0 \Rightarrow s \mathcal{R} t$.

## Summary

bisimulations with lifting are complex


Baier et. al.

## Distinguishing power of state-based bisimulation



Obviously, $r_{1} \nsim r^{\prime}$ and $r_{2} \nsim r^{\prime}$. Thus

$$
\frac{1}{2} r_{1}+\frac{1}{2} r_{2} \nsim \overline{r^{\prime}}
$$

So $q \nsim q^{\prime}$ !

## Distinguishing power of state-based bisimulation



However, the states $q$ and $q^{\prime}$ should be bisimilar, since it should holds

$$
\frac{1}{2} r_{1}+\frac{1}{2} r_{2} \sim \overline{r^{\prime}}
$$

Key observation: we need to define $\sim$ directly over $\mathcal{D}(S)$, not a lifted relation from $S$ !.

## Solution: Distribution-based bisimulation Doyen et. al.'08

For labelled Markov chains

- A relation $\mathcal{R} \subseteq \mathcal{D}(S) \times \mathcal{D}(S)$ is a bisimulation if $\mu \mathcal{R} \nu$ implies that
- $\mu(F)=\nu(F)$;
- $\left(M_{\alpha} \mu\right) \mathcal{R}\left(M_{\alpha} \nu\right)$ for all $\alpha \in$ Act.


## Distribution-based bisimulation for PA

A relation $\mathcal{R} \subseteq \mathcal{D}(S) \times \mathcal{D}(S)$ is a bisimulation if $\mu \mathcal{R} \nu$ implies that

1. $\forall \mu \xrightarrow{a} \mu^{\prime}, \exists \nu \xrightarrow{a} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
2. symmetrically for $\nu$.
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## Distribution-based bisimulation for PA

A relation $\mathcal{R} \subseteq \mathcal{D}(S) \times \mathcal{D}(S)$ is a bisimulation if $\mu \mathcal{R} \nu$ implies that

1. $\forall \mu \xrightarrow{a} \mu^{\prime}, \exists \nu \xrightarrow{a} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
2. symmetrically for $\nu$.

- But, how to define $\mu \xrightarrow{a} \mu^{\prime}$ ?
- Answer: Lifted transitions!


## Lifted transitions

- A natural definition: $\mu \xrightarrow{a} \mu^{\prime}$ if

$$
\forall s \in\lceil\mu\rceil, \exists s \xrightarrow{a} \mathrm{P} \mu_{s} \text { such that } \mu^{\prime}=\sum_{s} \mu(s) \cdot \mu_{s}
$$

- Only definable for input enabled systems; that is, $\operatorname{Act}(s)=A c t$ for all $s \in S$, where $\operatorname{Act}(s):=\{a \mid s \xrightarrow{a} \mu\}$ is the set of enabled actions in $s$.


## Lifted transitions

- A natural definition: $\mu \xrightarrow{a} \mu^{\prime}$ if

$$
\forall s \in\lceil\mu\rceil, \exists s \xrightarrow{a} \mathrm{p} \mu_{\mathrm{s}} \text { such that } \mu^{\prime}=\sum_{s} \mu(s) \cdot \mu_{\mathrm{s}} .
$$

- Only definable for input enabled systems; that is, $\operatorname{Act}(s)=$ Act for all $s \in S$, where $\operatorname{Act}(s):=\{a \mid s \xrightarrow{a} \mu\}$ is the set of enabled actions in $s$.
- How about general PA? Input enabled consistent splitting!


## Distribution-based bisimulation for PA

A distribution $\mu$ is transition consistent, written as $\vec{\mu}$, if all states in its support have the same set of enabled actions.

## Definition

A relation $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a distribution-based bisimulation iff $\mu \mathcal{R} \nu$ implies:

1. $\forall \mu \xrightarrow{a} \mu^{\prime}, \exists \nu \xrightarrow{a} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$.
2. if not $\vec{\mu}$, then there exists $\mu \equiv \sum_{0 \leq i \leq n} p_{i} \cdot \mu_{i}$ and $\nu \equiv \sum_{0 \leq i \leq n} p_{i} \cdot \nu_{i}$ such that $\overrightarrow{\mu_{i}}$ and $\bar{\mu}_{i} \mathcal{R} \nu_{i}$ for each $0 \leq i \leq n$ where $\sum_{0 \leq i \leq n} p_{i}=1$ with $p_{i}>0$ for each $i$.
3. symmetrically for $\nu$.

We say that $\mu$ and $\nu$ are distribution-based bisimilar iff there exists a distribution-based bisimulation $\mathcal{R}$ with $\mu \mathcal{R} \nu$.

## Weak Bisimulation Yardsticks



## Weak Transitions

- Define $\mu \xrightarrow{\alpha} \mu^{\prime}$ iff there exists a transition $s \xrightarrow{\alpha} \mu_{s}$ for each $s \in \operatorname{Supp}(\mu)$ such that $\mu^{\prime}=\sum_{s \in \operatorname{Supp}(\mu)} \mu(s) \cdot \mu_{s}$.
- Then, $s \stackrel{\tau}{\Longrightarrow} \mu$ iff there exists

$$
\begin{array}{ccc}
\mathcal{D}_{s} & = & \mu_{0}+\mu_{0}^{\times}, \\
\mu_{0} & \vec{\tau} & \mu_{1}+\mu_{1}^{\times}, \\
\mu_{1} & \xrightarrow{\tau} & \mu_{2}+\mu_{2}^{\times},
\end{array}
$$

where $\mu=\sum_{i \geq 0} \mu_{i}^{\times}$. We write $s \stackrel{\alpha}{\Longrightarrow} \mu$ iff there exists $s \xrightarrow{\tau} \stackrel{\alpha}{\longrightarrow} \xlongequal{\tau} \mu$.

- ${ }^{2} \mathrm{C}$ is defined similarly.


## (State-based) Weak Bisimulation

Definition
An equivalence relation $\mathcal{R} \subseteq S \times S$ is a state-based bisimulation iff $s \mathcal{R} r$ implies that

- for all $s \xrightarrow{a} \mu$, there exists a weak transition $r \xrightarrow{\text { a }} \mathrm{C} \mu^{\prime}$ such that for all equivalence class $C: \mu(C)=\mu^{\prime}(C)$.


## Weak Bisimulation

Definition 11 (Weak Bisimulation). A relation $\mathcal{R}$ over subdistributions over $S$ is called a weak bisimulation if whenever $\mu_{1} \mathcal{R} \mu_{2}$ then for all $\alpha \in A c t^{\chi}$ :

$$
\begin{equation*}
\left|\mu_{1}\right|=\left|\mu_{2}\right| \tag{1}
\end{equation*}
$$

and
A.) $\forall E \in \operatorname{Supp}\left(\mu_{1}\right): \exists \mu_{2}{ }^{g}, \mu_{2}{ }^{s}: \mu_{2} \Longrightarrow_{C} \mu_{2}{ }^{g} \oplus \mu_{2}{ }^{s}$ and
(i) $\llbracket\left(E, \mu_{1}(E)\right) \rrbracket \mathcal{R} \mu_{2}{ }^{g}$ and $\left(\mu_{1}-E\right) \mathcal{R} \mu_{2}{ }^{s}$
(ii) whenever $E \xrightarrow{\alpha} \mu_{1}^{\prime}$ for some $\mu_{1}^{\prime}$ then $\mu_{2}{ }^{g} \stackrel{\hat{\alpha}}{ } C$ $\mu^{\prime \prime}$ and $\mu_{1}(E) \cdot \mu_{1}^{\prime} \mathcal{R} \mu^{\prime \prime}$
and
B.) $\forall F \in \operatorname{Supp}\left(\mu_{2}\right): \exists \mu_{1}{ }^{g}, \mu_{1}{ }^{s}: \mu_{1} \Longrightarrow_{C} \mu_{1}{ }^{g} \oplus \mu_{1}{ }^{s}$ and
(i) $\mu_{1}{ }^{g} \mathcal{R} \llbracket\left(F, \mu_{2}(F)\right) \rrbracket$ and $\mu_{1}^{s} \mathcal{R}\left(\mu_{2}-F\right)$
(ii) whenever $F \xrightarrow{\alpha} \mu_{2}^{\prime}$ for some $\mu_{2}^{\prime}$ then $\mu_{1}^{g} \xrightarrow{\hat{\alpha}} C$ $\mu^{\prime \prime}$ and $\mu^{\prime \prime} \mathcal{R} \mu_{2}(F) \cdot \mu_{2}^{\prime}$

## LICS Open Problem

Finally, we remark that the quest for a good notion of equality is tightly linked to the practically relevant issue of constructing a small (quotient) model that contains all relevant information needed to analyse the system, or to compose it further.
From this perspective, there are still equalities that one may (or may not) consider desirable...


## LICS Open Problem



## Decomposability: Source of the matters

See clause B, we consider all $F$ in the support individually:
(i) $\llbracket\left(E, \mu_{1}(E)\right) \rrbracket \mathcal{R} \mu_{2}{ }^{g}$ and $\left(\mu_{1}-E\right) \mathcal{R} \mu_{2}{ }^{s}$
(ii) whenever $E \xrightarrow{\alpha} \mu_{1}^{\prime}$ for some $\mu_{1}^{\prime}$ then $\mu_{2}{ }^{g} \xrightarrow{\hat{\alpha}} C$ $\mu^{\prime \prime}$ and $\mu_{1}(E) \cdot \mu_{1}^{\prime} \mathcal{R} \mu^{\prime \prime}$
and
B.) $\forall F \in \operatorname{Supp}\left(\mu_{2}\right): \exists \mu_{1}{ }^{g}, \mu_{1}{ }^{s}: \mu_{1} \Longrightarrow_{C} \mu_{1}{ }^{g} \oplus \mu_{1}^{s}$ and
(i) $\mu_{1}{ }^{g} \mathcal{R} \llbracket\left(F, \mu_{2}(F)\right) \rrbracket$ and $\mu_{1}^{s} \mathcal{R}\left(\mu_{2}-F\right)$
(ii) whenever $F \xrightarrow{\alpha} \mu_{2}^{\prime}$ for some $\mu_{2}^{\prime}$ then $\mu_{1}{ }^{g} \xrightarrow{\hat{\alpha}} C$ $\mu^{\prime \prime}$ and $\mu^{\prime \prime} \mathcal{R} \mu_{2}(F) \cdot \mu_{2}^{\prime}$

## Late Weak Bisimulation

## Definition

A distribution $\mu$ is transition consistent, written as $\vec{\mu}$, if for any $s \in \operatorname{Supp}(\mu)$ and $\alpha \neq \tau, s \xlongequal{\alpha} \gamma$ for some $\gamma$ implies $\mu \xlongequal{\alpha} \gamma^{\prime}$ for some $\gamma^{\prime}$. For a distribution being transition consistent, all states in the support of the distribution should have the same set of enabled visible actions.

## Late Weak Bisimulation

## Definition

$\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a late distribution bisimulation iff $\mu \mathcal{R} \nu$ implies:

1. whenever $\mu \stackrel{\alpha}{\hookrightarrow} \mathrm{C} \mu^{\prime}$, there exists a $\nu \xrightarrow{\alpha} \mathrm{C} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$;
2. if not $\vec{\mu}$, then there exists $\mu=\sum_{0 \leq i \leq n} p_{i} \cdot \mu_{i}$ and
$\nu \xlongequal{\tau} \subset \sum_{0 \leq i \leq n} p_{i} \cdot \nu_{i}$ such that $\overrightarrow{\mu_{i}}$ and $\mu_{i} \mathcal{R} \nu_{i}$ for each $0 \leq i \leq n$ where $\sum_{0 \leq i \leq n} p_{i}=1$;
3. symmetrically for $\nu$.

We say that $\mu$ and $\nu$ are late distribution bisimilar, written as $\mu \approx \nu$, iff there exists a late distribution bisimulation $\mathcal{R}$ such that $\mu \mathcal{R} \nu$. Moreover $s \approx r$ iff $\mathcal{D}_{s} \approx \mathcal{D}_{r}$.

## LICS Open Problem



## Late Weak Bisimulation wrt Schedulers

A scheduler is a function from finite paths to distribution of enabled transitions.

## Definition

Let $\xi_{1}, \xi_{2}, \xi \in \mathcal{S}$ for a given set of schedulers $\mathcal{S}$. $\mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a late distribution bisimulation with respect to $S$ iff $\mu \mathcal{R} \nu$ implies:

1. whenever $\mu \xrightarrow{\alpha} \xi_{1} \mu^{\prime}$, there exists $\nu \xrightarrow{\alpha} \xi_{2} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$;
2. if not $\vec{\mu}$, then there exists $\mu=\sum_{0 \leq i \leq n} p_{i} \cdot \mu_{i}$ and
$\nu \xlongequal{\tau}{ }_{\xi} \sum_{0 \leq i \leq n} p_{i} \cdot \nu_{i}$ such that $\overrightarrow{\mu_{i}}$ and $\mu_{i} \mathcal{R} \nu_{i}$ for each $0 \leq i \leq n$ where $\sum_{0 \leq i \leq n} p_{i}=1$;
3. symmetrically for $\nu$.

We write $\mu \approx_{s}^{*} \nu$ iff there exists a late distribution bisimulation $\mathcal{R}$ with respect to $S$ such that $\mu \mathcal{R} \nu$. And we write $s \approx_{s} r$ iff $\mathcal{D}_{s} \approx_{s}^{*} \mathcal{D}_{r}$.

## Late Weak Bisimulation wrt Schedulers

## Realistic Schedulers

- Partial Information Schedulers (deAlfaro) $\mathcal{S}_{P}$ : it can only distinguish states via different enabled visible actions.
- Distributed Schedulers (Giro \& D'Argenio) $\mathcal{S}_{D}$ : each component can use only that information about other components that has been conveyed to it beforehand


## Late Weak Bisimulation wrt Schedulers

## Realistic Schedulers

- Partial Information Schedulers (deAlfaro) $\mathcal{S}_{P}$ : it can only distinguish states via different enabled visible actions.
- Distributed Schedulers (Giro \& D'Argenio) $\mathcal{S}_{D}$ : each component can use only that information about other components that has been conveyed to it beforehand



## Late Weak Bisimulation wrt Schedulers

## Definition

Let $\xi_{1}, \xi_{2}, \xi \in \mathcal{S}$ for a given set of schedulers $\mathcal{S} . \mathcal{R} \subseteq \operatorname{Dist}(S) \times \operatorname{Dist}(S)$ is a late distribution bisimulation with respect to $S$ iff $\mu \mathcal{R} \nu$ implies:

1. whenever $\mu \xrightarrow{\alpha} \xi_{1} \mu^{\prime}$, there exists $\nu \xrightarrow{\alpha} \xi_{2} \nu^{\prime}$ such that $\mu^{\prime} \mathcal{R} \nu^{\prime}$;
2. if not $\vec{\mu}$, then there exists $\mu=\sum_{0 \leq i \leq n} p_{i} \cdot \mu_{i}$ and
$\nu \xlongequal{\tau} \sum_{0 \leq i \leq n} p_{i} \cdot \nu_{i}$ such that $\overrightarrow{\mu_{i}}$ and $\mu_{i} \mathcal{R} \nu_{i}$ for each $0 \leq i \leq n$ where $\sum_{0 \leq i \leq n} p_{i}=1$;
3. symmetrically for $\nu$.

We write $\mu \approx \approx_{s} \nu$ iff there exists a late distribution bisimulation $\mathcal{R}$ with respect to $\mathcal{S}$ such that $\mu \mathcal{R} \nu$. And we write $s \approx_{s} r$ iff $\mathcal{D}_{s} \approx_{s}^{\mathcal{S}} \mathcal{D}_{r}$.

In the above definition, every transition is induced by a scheduler in $S$. Obviously, when $S$ is the set of all schedulers, these two definitions coincide. Thus, $s_{1} \approx s_{2} \Longleftrightarrow s_{1} \widetilde{\sim}_{S_{D}} s_{2}$, provided $s_{1}$ and $s_{2}$ contain no parallel operators, as in this case $\mathcal{S}_{D}$ represents the set of all schedulers.

## Late Weak Bisimulation wrt Schedulers

Theorem
For any states $s_{1}$ and $s_{2}, s_{1} \approx s_{2}$ iff $s_{1} \approx \widetilde{s}_{p} s_{2}$.

Theorem
For any states $s_{1}, s_{2}$, and $s_{3}$,

$$
s_{1} \approx_{s_{D}} s_{2} \text { implies } s_{1}\left\|_{A} s_{3} \widetilde{\sim}_{S_{D}} s_{2}\right\|_{A} s_{3} .
$$

## Conclusions

## Distribution Based Bisimulation

- Bisimulation based on distributions
- Coarser than existing weak bisimulation
- Nice properties wrt. realistic schedulers

More extensions and properties

- Markov automata
- Relation to trace distribution
- Decision algorithm
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